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5

Abstract6

Students must understand a problem accurately to solve it correctly. Unfortunately, numerous7

studies reported that students only have a partial understanding of the information presented8

in the problem description, including in computer science. This study assesses students’ task9

and revised-task interpretations when working on an objectoriented design problem. Multiple10

qualitative case study research was used in this study. Two male1 I. Introduction and two11

female senior computer science students at Utah State University, USA, volunteered as12

participants. They were asked to solve five programming problems while thinking aloud,13

complete surveys, and answer several interview questions. The study found that the14

participants were able to identify most of the essential information after the initial reading of15

the problem description. They strategically ignore detailed information that may affect their16

design decisions and update it throughout their problem-solving enterprise.17

18

Index terms— cognition, problem-solving, programming, self-regulation, self-regulated learning, task19
interpretation, task revision.20

1 Introduction21

and two female senior computer science students at Utah State University, USA, volunteered as participants.22
They were asked to solve five programming problems while thinking aloud, complete surveys, and answer several23
interview questions. The study found that the participants were able to identify most of the essential information24
after the initial reading of the problem description. They strategically ignore detailed information that may affect25
their design decisions and update it throughout their problem-solving enterprise.26

Index terms: cognition, problem-solving, programming, self-regulation, self-regulated learning, task interpre-27
tation, task revision. t was a typical day in a programming lab session; students were working on their task28
under the observation of several teaching assistants. Several students concentrated on solving the lab problem,29
some were discussing the best approach to solve it, and some others were waiting for the answer from their peers.30
Interestingly, some students did not even bother to open and read the lab instruction, regardless of suggestion and31
encouragement from the assistants. While the motivation for their persistence may vary, reading and rereading32
a problem is a crucial step to understand and solve it [1]- [5].33

To accurately understanding a problem is not an easy task. Several studies reported that students are rarely34
able to interpret a problem correctly [2], [3], [6]- [8].Some studies also reported that students’ submitted solutions35
reveal their incomplete understanding of the 1 This paragraph of the first footnote will contain the date on which36
you submitted your paper for review. It will also contain support information, including sponsor and financial37
support acknowledgment. For exam ple, ”This work was supported in part by the U.S. Department of Commerce38
under Grant BS123456.” This material is based, in part, upon work supported by the National Science Foundation39
under Grant No. 1148806. Any opinions, findings, and conclusions or recommendations expressed in this material40
are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.41

given tasks [2], [8], [9].Although limited in number, similar phenomena also have been reported in the42
discipline of computer science (CS).Some CS students were reported incapable of accurately inferring the expected43
program’s behaviors based on a given design brief [10]. Other study reported that CS students tend to ignore44
some assessment criteria while working on their tasks, which then negatively impact their grades [11].45
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7 B) SELF-REGULATION IN COMPUTER PROGRAMMING

In this study, we aim to describe the approaches used by senior CS students in understanding an object-46
oriented (OO) design problem; i.e., their initial task interpretation and the changes. Selfregulated learning47
(SRL) framework is used to distinguish their cognitive and metacognitive activities during the problem-solving48
endeavor. The description and analysis results may help instructors to understand better, and encourage students49
to enhance their strategies in comprehending a design problem. The description may also help students to be50
more aware of their self-regulation so that they can improve it.51

2 II.52

3 Research Questions53

As mentioned earlier, this study aims to describe senior CS students’ approaches to understanding an OO54
design problem. In more specific, this study intends to assess (1) students’ initial explicit and implicit task55
understanding, (2) how their initial understanding changes during the problem-solving activity, and (3) identify56
factors that influence those changes.57

4 III.58

5 Relevant Literature59

Since this study uses SRL as a framework in analyzing the data, the literature will discuss task understanding (or60
task interpretation) within the SRL. Additionally, this section also discusses known literature on self-regulation61
in CS to help readers familiar with existing research in that area.62

6 a) Task Interpretation in Self-Regulated Learning63

Students deliberately self-regulate when working on a task [12], [13]. Such activity involves the interplay of64
interpreting a given task, developing a plan, and executing, monitoring, and adjusting the plan to complete65
the task [4], [5], [13]- [16]. Fig. ?? and Table I presents the relationship and definition of each SRL activity,66
respectively. It is clear from Fig. ?? that task interpretation, which refers to understanding the task and67
associated process to complete it [17], is the starting point of any SRL activities. Thus, misinterpreting a task68
may negatively affect follow-up planning, enacting, monitoring, and adjusting activities [18].69

Fig. ??: Categories of various self-regulation activities. When interpreting a task, one must consider the70
explicit and implicit aspects of it. Explicit task interpretation refers to students’ understanding of the information71
presented in the problem description [8], such as written goals, requirements, and constraints. Implicit task72
interpretation refers to extrapolated information base on the given description [8], for example, relevant concepts73
and experience to solve the problem. These definitions imply that explicit and implicit task interpretation74
is distinguishable based on the manner of that specific understanding being acquired (i.e., by identifying or75
extrapolating).76

Unfortunately, interpreting a task is not easy. Two studies reported that students could only correctly identify77
63% -77% of valuable information presented in Thermodynamics course problems [3], [7]. The accuracy of78
implicit task understanding is even more unsatisfactory, such that they could only extrapolate 37% -49% of the79
essential information [3], [7]. Similar findings have been reported in engineering design [8] and electronics lab [2].80
Consequently, this misinterpretation impedes their problem-solving performance [19]- [21].81

Fortunately, several studies [2], [3], [8], [19], [21], [22] suggested that students enhance their task understanding82
throughout their problem-solving enterprise. Theoretically, these refinements occur due to continuous monitoring83
and adjusting activities [23]. Thus, insufficient and inefficient monitoring and adjustment activities may lead84
to a meager solution. Since SRL is contextual, having sufficient relevant domain knowledge is necessary for85
efficient monitoring and adjustment activities [4], [8], [19], [24]. Moreover, one has to be willing to adopt new86
interpretations or strategies when it is necessary to do so.87

7 b) Self-Regulation in Computer Programming88

Although still limited in number, SRL research in CS is not new. Some scholars believe that it may ease the89
curve of learning programming and increase student’s retention rate [25]. In this section, the reported cognitive90
and meta cognitive characteristics of CS students found in the literature are discussed.91

Most CS students prefer to learn new materials sequentially through visual representation, and then reflect on92
their progress [26]. Most of them are comfortable and competent in dealing with detailed information [26],which93
strengthens their ability to solve complex problems (e.g., developing software systems). Their reflective nature94
allows them to be appreciative of each task, which, in turn, influences them to be more self-regulated and deliver95
better outputs [27].96

A study reported that students use numerous SRL strategies instinctively when trying to understand a task,97
design a solution, and debug a program [28]. Engaging in self-regulation activities may improve their performance98
[27], [29].One study reported that students are sometimes unable to accurately address all the requirements and99
constraints of a problem [11], which suggested that instinctive self-regulation may not be sufficient in the long100
run. Students need to be more conscious of using it. Two studies suggested that deepening students’ familiarity101
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with various programming concepts and principles (i.e., contexts or knowledge) may increase their SRL quality102
[11], [19].103

Related to object-oriented (OO) design, a study reported that students are using typically suggested strategies104
in interpreting an OO design problem, which is by identifying the nouns and verbs found in the task description105
[9]. Although this report seems expected, this finding is important because it describes students ’ approaches in106
design, not just a belief. Based on their understanding, students then decompose the problem and design the107
solution. Interestingly, students consider problem decomposition as a skill that hard to master [11]. Students tend108
to have incomplete and incorrect knowledge about OO design [9], which, plausibly, impair their decomposition109
skills. While some students may be aware of their weaknesses and strive to address it, others chose to ignore110
it. The last group of students tends to feel discouraged when facing a challenge [9] and, thus, have a negative111
learning experience.112

8 IV.113

9 Research Design114

In this section, the research design and its justification were explicated, which include data Selecting strategies115
to complete the task [5] Enacting Strategies Students’ cognitive activities employed while completing the task116
[54] collection and analysis methods, and the design problem.117

10 a) Data Collection Method118

Multiple, in-depth qualitative data were collected from the participants, which aligned with best practices of119
qualitative study [30] and conducting SRL research [5], [31], [32]. Multiple data points allowed the researchers120
to appraise the perception and activities of the participants accurately.121

Five programming problems, five problemspace maps, initial task interpretation survey, and interview question122
templates, were developed, pilot tested, and used. The programming problems consisted of two practice, one123
OO, one break, and one algorithm tasks. All except one were related to imperative programming paradigms.124
The problem-space maps described all correct and possible explicit and implicit task interpretation of each125
problem. This technique was adopted from expert-novice research about trouble shooting [33]. The initial task126
interpretation survey was used to assess the participants’ initial understanding of the task. Table II presents the127
survey questions and the associated aspect of task interpretation. The interview question templates were used128
to formulating confirmatory questions based on the researchers’ observation.129

During the data collection, the participants followed a specific protocol when solving each programming130
problem, and were audio-and videorecorded. The participants observed the following protocol in sequence: (a)131
reading the problem description aloud, (b) completing initial task interpretation survey while thinking aloud, (c)132
continue solving the problem while thinking aloud, and (d) answering the interview questions. The programming133
problems were given in the order written in the previous paragraph. No time limit was set for each problem. The134
practice problems were used to help the participants familiar with the data collection protocol and address any135
thinking aloud issues, if any.136

To accurately capture the initial task interpretation, the participants were prohibited from rereading the137
problem description when completing the survey (i.e., step (a)). The problem-space maps were used to track the138
participants’ thought processes when solving the problem (i.e., step (c)). The interview was semi-structured to139
ensure its alignment with the research goal yet still providing flexibility in pursuing particular points of interest140
that emerged during the problem-solving process.141

11 b) Object-Oriented Design Problem142

The OO problem is about designing a digital version of a classic board game, which commonly known as the143
Monopoly. Unlike the original, this game would be set in Middle-Ages. Given a set of requirements and constraints144
(see Table III), the participants should design a game base so that the rest of the team members could move145
forward smoothly. They are expected to deliver a class diagram. Also, they are allowed to ignore animation and146
play-testing parts and add their creativity beyond the given requirements and constraints.147

The participants are expected to declare and manage at least one function, five issues, and 4 to 41148
variables when solving this problem. It also contains some missing or unspecified information (i.e., implicit149
task interpretation) and has multiple solutions; all are typical characteristics of a design problem [34]- [36].150
Consequently, the participants are not expected to comprehend the problem in one read. Based on the revised151
Bloom’s Taxonomy [37], this problem belonged to the creation category, where the participants were expected to152
make a product for a specific purpose.153

12 c) Data Analysis Method154

Recorded video/audio files, initial task interpretation survey responses, design solutions, design notes (if any),155
observed thought processes (i.e., problem-space maps), and interview responses were collected from each156
participant. All recorded video/audio files were transcribed using the verbatim technique, such that the157
transcriptions recorded all articulated words and shutters [38]. Three additional notations were introduced158

3



14 TABLE III: OBJECT-ORIENTED PROBLEM REQUIREMENTS AND
CONSTRAINTS

in the transcriptions to clarify relevant contexts, including square bracket (”[]”), dash (”-”), and capitalizing the159
first letter for describing the participants’ actions, correcting statements, and clarifying programming concepts,160
respectively. For example, ”Since not having a particular idea on The qualitative coding process consisted of two161
phases. In the first phase, both experts individually coded the transcriptions based on the definition provided in162
Table I. After they finished, the coding results were then combined. Some disagreements were expected since the163
experts worked independently. In the second phase, the experts met face-to-face to discuss and resolve all coding164
disagreements. All collected data were used to ensure correct interpretations of the participants’ statements.165
Through this process, the experts were able to reach a perfect agreement, with a Kappa score of 1.00 for each166
transcription, and produced 875 codes.167

To answer the first research question, the initial task interpretation survey responses and the associated168
recorded video/audio files were used. These data sources were also triangulated against recorded problem-solving169
approaches and interview responses. This step was necessary since the participants might forget reporting all170
relevant thought processes when answering the survey.171

To answer the second research question, the answer to the first research question and the codedtranscriptions172
were used. All problem-solving activities that could not be associated with the initial task interpretation173
were categorized as adjustment of participants’ task understanding. These adjusted interpretations were then174
triangulated against recorded interview responses.175

To answer the third research question, the list of task interpretation adjustments, coded-transcriptions, and176
interview responses were used. All statements in the coded-transcription that were associated with the changes177
were marked. The factors that influence the marked changes were then identified and triangulated against the178
interview responses.179

V.180

13 The Participants181

After the transcribing process completed, the OO-related transcriptions were qualitatively coded by two experts,182
which were an information technologist and one of the researchers. All experts had experience in developing OO183
applications. The expert-researcher also had a bachelor’s and master’s degrees in CS.184

14 Table III: Object-Oriented Problem Requirements and Con-185

straints186

No.187
Requirements and Constraints 1188
The game is meant to be played by either two, three, or four players. 2189
Each player chooses to play as any one of the following characters: King, Warrior, Merchant, or Thief. Each190

character has unique special abilities and starts with different items and different amounts of money. 3191
The game board will consist of 30 spaces where players can land, arranged in a circle. On some spaces, there192

are buildings that can be bought and sold. On other spaces, there are shops where players can buy items. In193
addition, some spaces have specific instructions that players must follow when they land there. 4194

In the original board game, movement is determined by rolling dice, so you must develop an equivalent virtual195
method of determining the number of spaces each player moves on his or her turn. 5196

On their turn, each player must move, and they can choose to do any of the following: buy the building on197
the space they are on, sell any building they own, spend money to improve buildings they own, or use one of198
their character’s special abilities. 6199

Items give special benefits to the player. Items include the following: Sword, Potion, Horse, or others. The200
effects of the item will be different for each character type. 7201

There are three different kinds of buildings: Castle, F d I Th b ildi h diff fourth year, USU CS students202
have typically completed the introduction to programming, algorithm and data structure, software engineering,203
event-driven programming, and internship courses. At the end of the research, each participant received a204
personalized report of his or her task interpretation strategies and suggestions for improvement and a $40 gift205
card. Participants responded positively towards the reports and suggestions.206

All participants were Caucasians with GPAs of 3.10 to 3.96 on a 4-point scale. Sorted based on their GPAs,207
they were Jake, Anne, LStew, and Rusty. The male participants also familiar with logic programming and had208
spent approximately 4980 hours developing their programming skills.209

The female participants had spent about 2050 hours of programming. Similar to most female CS students210
[39]- [44], they had struggled with CS stereotypes, where CS students are viewed as overtly ”focused on CS,211
asocial, competitive, and male” (p.30) [40]. They also suffered from comparing themselves against their peers.212
L Stew said, ”I have to ignore my colleagues and classmates programming ’successes’ as that comparison game213
tends to reduce my selfesteem a lot and negatively impact my problem-solving and programming capabilities.”214
She also said, ”I nearly failed a class because I did not believe I was capable of succeeding in it.” Fortunately,215
both participants were able to overcome that challenge and were almost finished with the degree requirements.216
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15 VI.217

16 Findings218

All participants started with incomplete task understanding, which was expected, as explained earlier. For-219
tunately, all participants were also aware of it and tried to update their task understanding. Unfortunately,220
although their final task interpretation was better compared to the initial, it was still incomplete. There are221
two possible reasons for this result. First, the participants were overwhelmed with the detail of their design.222
Second, the participants were drawing knowledge from irrelevant experience. Rusty, for example, was using the223
entity-relationship instead of the class diagram.224

In this section, participants’ initial and revisedtask interpretation, and factors that influenced the changes225
were discussed.226

17 a) Initial Explicit and Implicit Task Interpretation227

Five questions were asked to assess the initial understanding of the participants (see Table II). All participants228
were able to determine the problem goal correctly. Anne, for example, defined the goal as ”develop[ing a] class229
diagram from given constraints.” L Stew and Rusty also included design best practices and their interest in the230
problem goal. Rusty, for example, said the problem goal was ”create[ing] a logic layer inside of our program231
that can function completely without interaction from the graphical user interface or user.”Rusty knew that the232
decoupling of logic and user interface is part of software design best practices, and would like to observe it during233
the design process.234

No participants had a complete initial understanding of the requirements and constraints, which required235
explicit and implicit task interpretation. This result was expected, considering the number of requirements and236
constraints. However, all participants understood that they needed to complete each item listed in Table III.237
They also understood that the problem implicitly required them to organize potential classes ”in a logical way”238
since the classes will ”interact in a specific way.” Anne, LStew, and Rusty also added that exercising creativity,239
as directed in the problem, would affect their class design.240

In designing the classes, LStew further added that she needed to ”avoid common object-oriented programming241
pitfalls by reducing coupling, reducing interdependencies, and avoiding the diamond of death.”Plausibly, this242
implicit understanding was informed by her interests and experience in OO-design best practices.243

All participants considered OO design principles and UML diagram notations as relevant concepts. Rusty and244
LStew also added that design practices in writing a class diagram and software usability as essential knowledge245
and skills. Thus, all participants were able to identify relevant concepts to complete the problem correctly.246

In order to solve the problem, all participants determined that they need to (1) reread the problem description;247
(2) identify potential classes; (3) draw the class; (4) establish the classes’ relationship; and (5) refine the class248
diagram as necessary. Interestingly, while the male participants concentrated on rereading the problem description249
on their first step, the females also concerned with identifying and rewriting the requirements and constraints in250
their own words. Additionally, Rusty and LStew added that they needed to monitor their progress and address251
creativity issues throughout their problem-solving enterprise.252

18 b) Revising the Initial Task Understanding253

The participants executed their problem-solving steps carefully. LStew, for example, started by rereading the254
problem description and developed a list of requirements. She continued by solving the identified requirements255
that were related to items, characters, special abilities, player actions, spaces, buildings, players, games, and turn.256
Sometimes, after completing one of the requirements, she adjusted her design. For example, after designing the257
action-related classes, she revised the item and character classes. LStew also enhanced her design by making it258
as logical and as clear as possible so people could easily understand how the classes work together.259

When rereading the problem description, the participants were frequently observed as if interpreting it for the260
first time. These activities were coded as monitoring of task interpretation. Some of these activities triggered261
them to adjust their task interpretation. Jake, Anne, Rusty, and LStew were observed investing 37.50%, 50.38%,262
31.12%, and 36.47% of their engagement for interpreting the task, respectively, including for monitoring and263
adjustment. Rusty said during the interview, ”The general understanding did not really change because I knew264
that I was going to be creating this class diagram, but as far as the design decisions, it changed a lot.”265

19 c) Factors that Influence the Task Interpretation Revisions266

As mentioned by Rusty, most of the revisedtask interpretations were somehow related to design decisions, such267
as classes and their behaviors. When addressing each requirement and constraint, the participants need to268
consider the best mechanism to incorporate it into their existing design. Such need encourages them to reread269
the problem description as if they encountered it for the first time. This finding aligned with various reports that270
argued students were required to employ vast cognitive skills and work with different abstraction levels during a271
programming design activity [45], [46].272

All participants except Anne were observed updating their task understanding when addressing creativity273
requirements. For example, after rereading the third requirement (see Table III), LStew said, ”What kind of274
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22 CONCLUSION

special instructions could you have if it was a castle versus an inn? I suppose-or a castle versus a fortress? Oh,275
nothing comes up. Well, a castle can have a king in it, right? ? Okay, so if you are a king and you land on276
a castle owned by someone else, you get a discount on your rent.” The above illustration showed how LStew’s277
interpretation of ”specific instruction” evolved as she infused her creativity into the design.278

Unlike the other participants, Anne did not attempt to put creativity into her design. Using the third279
requirement as an example, Anne addressed it by just creating a class called Instructions that would be used280
by the Space class. At the beginning of solving the problem, Anne commented, ”No one will hire me for my281
creativity,” suggesting she was not confident of that particular skill.282

20 VII.283

21 Discussion, Conclusion, and Implication284

The analysis results suggested that the participants were competent in identifying the problem goal, requirements,285
constraints, relevant concepts, relevant experience, and steps to solve an OO design problem. It is important286
to note that they were able to identify most of it after the initial reading of the problem. However, due to the287
problem’s extensiveness, they were unable to determine all detailed requirements and constraints.288

During the design, they displayed some attributes of expert problem-solvers (see [47], [48]), such as considering289
possible concerns from various stakeholders. Their awareness of the problem complexity and prior experience in290
solving OO design problems also inspire a positive behavior; in such, it drove them to be cautious in interpreting291
the requirements. Thus, it might be beneficial to train students to identify problem characteristics and its292
complexity as early as possible. Two educational theory may help in this issue, which are Jonassen’s problem293
types [34]- [36] and Bloom’s Taxonomy to define the problem characteristics.294

The analysis results suggested that the participants had a relatively similar approach in solving an OO design295
problem with extensive requirements and constraints. This approach included rereading the problem description,296
identifying requirements, identifying classes, determining the classes’ relationships, and refining the class diagram.297
This finding aligned with various arguments that students developed metacognitive knowledge about the tasks298
based on their problem-solving experience [1], [49], [50]. Since these metacognitive knowledge influence students’299
problem-solving approach [1],it might be beneficial for the instructors to check and ensure that students could300
acquire that knowledge correctly.301

There was self-regulation different between male and female, in such that both female participants listed302
the requirements and constraints using their own words. However, since all participants unable to identify the303
requirements and constraints completely, it is impossible to comments more on this difference.304

The findings suggested that the participants’ interest and experience influenced their initial and revised-305
task interpretations. Similarly, when addressing creativity requirements, they also exploited their interest and306
experience. One study argues that creativity is primarily related to the design process [51]. Thus, Anne’s307
discomfort about her creative side might be induced by a lack of exposure to a variety of products, and chances308
to express her creativity. These issues could be fixed by exposing students to various creative software products309
and encouraging them to tap into their creative side in several programming assignments.310

The analysis suggested that task interpretation skills might be deteriorated due to being overwhelmed and311
drawing from irrelevant experience. This findings also suggested that the participants’ incorrect assumption of312
educational tasks might affect their selfregulation. Students need to be aware of this potential danger in their313
education.314

22 Conclusion315

This study shows that the participants, senior CS students, are capable of drawing explicit and implicit316
information from an OO-design problem. Most of this information is identified during their initial task317
interpretation. It is important to note that various contexts influence their task interpretation skills; this318
is coherent with SRL theory [4], [5], [8], [13], [52] and other existing research [19], [21]. This study shows319
how participants’ perception of the problem (e.g., domain and complexity) and their experience, interest, and320
selfefficacy influences their task interpretation (and selfregulation in general). Thus, it is also essential to help321
students more aware of such contextual information when solving a problem.322

This study also shows that participants’ task understanding evolves during their problem-solving endeavor. In323
terms of solving an OO-design problem, revised-task interpretations are mostly related to design decisions, such324
as considering the interplay among classes. These senior students also display expert like behaviors where they try325
to interpolate possible concerns from various stakeholders. All participants also have developed a similar problem-326
solving approach to OO-design problems. A slight difference exists between males’ and females’ approach, where327
the females prefer to develop a list of known requirements and constraints.328

6



23 IX.329

24 Limitations330

This qualitative multiple case study was not designed to produce generalizable results but rather to capture as331
much variety of students’ task interpretation while solving OO-design problems as much as possible. With such332
a goal, having four participants was adequate for a qualitative case study research [30]. When interpreting the333
findings, remember that the participants’ diversity in this study was limited to their sex. There was a limitation334
regarding the problem types, such that the research tasks were limited to OO and imperative paradigms. Finally,335
one study argues that although thinking aloud is commonly used in educational studies, it might also affect336
students’ self-regulation [53] and then influence the research results. Unfortunately, there is no known approach337
to overcome it.338

This paper only focuses on the participants’ SR while working on OO design problem. The other unit of339
analysis is discussed in [21]. 1 2

Figure 1:

I

Strategic Action Definition
Task Students’ understanding of the task
Interpretation and associated process to complete

it [17]
Planning
Strategies

Figure 2: Table I :
340

1Year 2020 © 2020 Global Journals Students’ Understanding of an Object-Oriented Design Task -A Case
Study

2© 2020 Global JournalsStudents’ Understanding of an Object-Oriented Design Task -A Case Study
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24 LIMITATIONS

II

Layer Question
Explicit What is the primary goal of this problem?
Explicit & In relation to the program that you will
Implicit design, what are the requirements and

constraints that you need to consider?
Implicit What are the programming concepts

related to this problem?
Implicit What are your previous experiences related

to this problem?
Implicit In relation to the program that you will

design, what are the steps (e.g., tasks) that
you need to take?

Figure 3: Table II :
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